
(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 11, 2022 

378 | P a g e  

www.ijacsa.thesai.org 

Stock Price Forecasting using Convolutional Neural 

Networks and Optimization Techniques 

Nilesh B. Korade
1
 

Research Scholar, Department of Computer Science and 

Engineering, Madhyanchal Professional University 

Ratibad, Bhopal, Madhya Pradesh-462044, India 

Dr. Mohd. Zuber
2
 

Associate Professor, Department of Computer Science and 

Engineering, Madhyanchal Professional University 

Ratibad, Bhopal, Madhya Pradesh-462044, India 

 

 
Abstract—Forecasting the correct stock price is intriguing 

and difficult for investors due to its irregular, inherent dynamics, 

and tricky nature. Convolutional neural networks (CNN) have 

impressive performance in forecasting stock prices. One of the 

most crucial tasks when training a CNN on a stock dataset is 

identifying the optimal hyperparameter that increases accuracy. 

In this research, we propose the use of the Firefly algorithm to 

optimize CNN hyperparameters. The hyperparameters for CNN 

were tuned with the help of Random Search (RS), Particle 

Swarm Optimization (PSO), and Firefly (FF) algorithms on 

different epochs, and CNN is trained on selected 

hyperparameters. Different evaluation metrics are calculated for 

training and testing datasets. The experimental finding 

demonstrates that the FF method finds the ideal parameter with 

a minimal number of fireflies and epochs. The objective function 

of the optimization technique is to reduce MSE. The PSO method 

delivers good results with increasing particle counts, while the FF 

method gives good results with fewer fireflies. In comparison 

with PSO, the MSE of the FF approach converges with 

increasing epoch. 

Keywords—Convolutional neural networks; swarm 

intelligence; random search; particle swarm optimization; firefly 

I. INTRODUCTION 

The non-linear characteristics of stock market data make it 
challenging to guess the next movement of stock value. Exact 
stock forecasting can boost consumer and seller confidence in 
the stock market, which will attract investors to buy shares 
and grow the nation's economy [1]. The accuracy of neural 
networks and their variations in predicting stock prices is 
rising day by day [2, 3]. Several studies using time-series data 
have demonstrated that CNN is useful for forecasting issues 
[4]. CNN can accurately and efficiently identify the changing 
trend in stock value, and it may be used in other financial 
transactions. Choosing the best CNN parameters is one of the 
difficulties we encounter while constructing CNN 
architectures. The result may vary if we apply different 
parameter values to CNN architectures while solving the same 
problem. An optimization process is defined as determining 
the ideal combination of inputs to reduce or enhance the cost 
of the objective function without impacting training 
performance. Optimization is a computational problem whose 
aim is to extract the best solution among all possible solutions. 
The hyperparameters that affect CNN's architecture include 
filters, kernel size, stride, padding, pool size, batch size, 
epoch, and others. In a reasonable amount of time, we would 
like to identify the ideal set of hyperparameter values for a 

particular dataset. To address this issue, several researchers 
have proposed various techniques based on evolutionary 
computation to automatically detect the best CNN structures 
and improve performance [5]. It can be difficult to determine 
the best parameter in a high-dimensional space. 

The procedure used to set the hyper-parameter values is 
typically a random search, including running a number of tests 
or making manual adjustments. Random search is the process 
of selecting and analyzing inputs randomly for the objective 
function [6]. Swarm intelligence (SI) is inspired by social 
behavior found in nature, such as the movement of fish and 
birds. Based on a group's intelligence and behavior, the SI 
algorithms have a significant ability to determine the optimal 
solution [7]. The PSO algorithm is considered one of the 
meta-heuristic evolutionary algorithms. Each particle in PSO 
has its own position, velocity, and fitness and also keeps track 
of its best fitness value and best fitness position. The PSO 
maintains a record of the global best fitness position and the 
global best fitness value [8]. The FF algorithm is a 
metaheuristic algorithm based on the attraction of fireflies 
towards brighter fireflies. The FF algorithm is able to identify 
optimal parameters for CNN that minimize the error or fitness 
function with fewer iterations. Each firefly in the FF algorithm 
has a position in the search space that corresponds to a 
solution, and it progresses toward more brilliant solutions. For 
each iteration, the FF algorithm keeps track of the best 
position, which will reduce the objective function cost [9]. 

This study evaluates optimization techniques such as RS, 
PSO, and FF on CNN to forecast stock prices. The Tata 
Motors stock dataset was taken from Yahoo Finance between 
January 1, 2003, and September 30, 2022. The CNN is trained 
on hyperparameter return using RS, PSO, and FF algorithms, 
and the trained model is used to forecast stock prices for the 
next day as well as stock prices for the entire month of 
September. The results show that the FF method returns the 
best hyperparameters with fewer fireflies, reduces MSE, and 
requires the fewest training epochs. The remaining paper is 
structured as follows: In Section II, the stock price forecasting 
literature is discussed, and the dataset used, the CNN 
architecture, and different optimization techniques are 
explained in Section III. The evaluation metrics used and the 
accuracy of CNN trained on hyperparameter returns by 
different optimization techniques are discussed in Section IV. 
We conclude the work in Section V with a summary and 
recommendations for additional research. 
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II. LITERATURE SURVEY 

Traditional stock value analysis is based on economics and 
finance, and it primarily focuses on external factors 
influencing stock prices, such as international relations, 
exchange rates, interest rates, business policy, financial 
institutions, political factors, etc. It's challenging to convince 
people of the accuracy of the traditional fundamental analysis 
method. The technical analysis approach primarily 
concentrates on the movement of the stock price, 
psychological expectations of investors, trading volume, 
historical data, etc. [10]. In comparison to other deep learning 
models, CNN is more accurate and can detect both uptrend 
and downtrend stock movements [11]. Setting 
hyperparameters is necessary for CNN implementation, which 
influences accuracy, learning time, and CNN architecture. The 
effectiveness of machine learning will be significantly 
increased if an effective hyperparameter optimization 
algorithm can be designed to optimize any specific machine 
learning method. Bayesian optimization based on the Bayesian 
theorem can be used to solve the hyperparameter tuning 
problem, as it can be considered an optimization issue [12]. 
Manual search and RS are the most widely used strategies for 
hyper-parameter optimization. Randomly searching is more 
efficient for hyperparameter optimization, where random 
combinations of hyperparameters are chosen and used to train 
a model. The hyperparameter combinations with the best costs 
are selected [13]. Finding the ideal collection of 
hyperparameter values in a reasonable amount of time is 
difficult because the values of the hyperparameters change 
when the dataset changes. The weighted random search 
approach, which locates the global optimum more quickly 
than RS, combines RS with a probabilistic greedy heuristic 
method [14]. Reinforcement learning (RL)-based optimization 
algorithms give good performance and highly competitive 
results for CNN hyperparameter tuning with fewer iterations 
[15]. 

The hyperparameters include the number of layers, the size 
of the kernel in each layer, the loss function, the optimizer, 
and many others. Integers or real numbers may be used as 
hyperparameters, and there is an infinite range of possible 
values for each, so CNN hyperparameter tuning is a 
challenging problem. Swarm intelligence algorithms have 
been used for decades to solve challenging optimization issues 
and give promising results [16]. The fish swarm optimization 
method utilizes a fish's social behavior to carry out a variety of 
tasks, with each fish serving as a potential solution to the 
optimization problem. The aquarium is the design space where 
the fish are found, and the food density is related to an 

objective function to be optimized [17]. The bee algorithm 
emulates honey bee foraging activities to find the optimal 
solution to an optimization issue. The food source or flower is 
considered a candidate solution, and the population of n bees 
searches the solution space [18]. Two important parameters of 
a deep learning network are the number of hidden layers and 
the number of neurons in each layer. The PSO method has 
great potential for optimizing parameters and saving precious 
computational resources when deep learning models are being 
tuned. Each particle in a PSO has three properties: a position 
that corresponds to a solution's; a velocity that is a moving 
parameter; and a fitness value that is calculated by an 
objective function that takes the particle's position into 
consideration. The position of every particle in the swarm is 
updated such that it will migrate toward the one with the best 
position [19]. One of the most effective metaheuristic 
algorithms for solving optimization issues is the FF algorithm, 
which is based on the flashing characteristic of fireflies. The 
unisex nature of fireflies makes them attracted to brighter 
lights, and as distance increases, their attractiveness and 
brightness will decrease [20]. Metaheuristic algorithms, 
particularly evolutionary and SI algorithms, are strong 
methods for addressing a wide range of challenging 
engineering issues that arise in the real world. The 
echolocation abilities of microbats served as an inspiration for 
the bat algorithm. Each bat has some position, flying 
randomly with velocity, fixed frequency, varying wavelength, 
and loudness in order to search for prey [21].  While training 
CNN on a stock dataset, it is required to select optimal 
parameters that improve training performance and reduce 
error. It is essential to choose the best optimization technique 
to boost the CNN's performance and reduce errors. 

III. METHODOLOGY 

A. Data Description 

From January 1, 2003, until September 30, 2022, historical 
stock information for Tata Motors was retrieved from Yahoo 
Finance [22]. Table I shows features and values for Tata 
Motors stock data. The dataset contains features such as date, 
open value, low value, close value, high value, volume, and 
adjacent close value. 

It is typical to assess the calculation of profit or loss using 
the closing price of a stock on a given date; hence, we 
considered the closing price as the target variable. The plot of 
the target variable against time is shown in Fig. 1. 

TABLE I. TATA MOTORS STOCK PRICE DATASET 

Date High Low Open Close Volume Adj. Close 

2003-01-01 31.26 30.66 30.66 31.15 4460733.00 25.15 

2003-01-02 31.41 30.76 31.29 30.84 4800428.00 24.91 

2003-01-03 31.22 30.77 30.84 30.88 3939402.00 24.94 

…. …. …. …. …. …. …. 

2022-09-28 406.60 392.85 394.90 399.10 18114880.00 399.10 

2022-09-29 413.25 399.60 411.00 402.25 20725995.00 402.25 

2022-09-30 408.25 392.50 398.00 404.60 20951277.00 404.60 
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Fig. 1. Tata Motors Closing Price. 

B. CNN 

Deep learning is a subset of machine learning that contains 
algorithms that are designed to mimic how neural networks or 
the human brain function. CNN, or ConvNets, is one of the 
models that has significantly impacted image analysis and 
computer vision. Recently, there has been a rising interest 
among researchers in using CNNs for time-series forecasting 
challenges. We could use a CNN model effectively for the 
prediction issue if we could transform the 1D time-series 
sequence into an input image matrix structure. Fig. 2 shows 
the architecture for CNN. 

 

Fig. 2. CNN Architecture. 

The convolution layer, the first layer of the CNN, extracts 
features from the input by sliding the filter over the input. In 
order to extract features, CNN uses filter matrices of various 
sizes that are multiplied by the input matrix. The stride and 
padding operations influence how the convolution process 
takes place, resulting in an increase or decrease in the output 
matrix's dimensions. The size of an output matrix is regulated 
by CNN using padding, which specifies the number of pixels 
that are added to an input matrix during the convolution 
process. The stride, or number of pixels shifted, regulates how 
the filter convolves across the input matrix. The following 
formula can be used to calculate the convolution process 
output matrix size: 

  ((
          

 
)    )             (1) 

Where I and F stand for the input and filter matrix 
dimensions, respectively, S stands for stride, and P stands for 
padding. The pooling layer‟s aim is to gradually reduce the 
spatial dimension of the representation in order to decrease the 

number of parameters and calculations in the network by 
multiplying the resultant matrix from the convolution layer 
and pooling matrix. The input units are randomly set to zero at 
a random frequency at each step during training by the 
dropout layer, which helps in preventing overfitting. The 
dense layer is a combination of a fully connected layer and an 
output layer that implements the following operation: 

             ((     )      )             (2) 

where „I‟ is the input vector, „K‟ is a weight matrix 
generated by the layer, and “bias” is a bias vector generated by 
the layer. The most frequently used activation functions are 
tanh, sigmoid, relu, etc. 

                  ( )  
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C. Random Search 

Hyperparameter tuning refers to the building of the model 
architecture from the available space. Random search is a 
method for finding the optimal solution to build the model by 
selecting combinations of the hyperparameters at random or 
using probability. 

                 ( )             (6) 

where „f‟ is the objective function such as MSE to be 
minimized on the validation set. „x*‟ is the set of 
hyperparameters for which the objective function returns the 
lowest value, and any value from the domain „A' can be 
assigned to „x‟ [23]. The flowchart for RS-CNN is shown in 
Fig. 3. 

 

Fig. 3. Flowchart of the RS-CNN Algorithm. 
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D. PSO Algorithm 

The particle swarm optimization technique is inspired by 
the social behavior of bird swarms and was designed by 
Kennedy and Eberhart in 1995. PSO simulates swarm 
behaviors to optimize the way of finding food, and each bird 
in the swarms constantly changes the search pattern based on 
its own and other members' learning experiences [24]. The 
objective function in data science entails feeding a candidate 
solution into a model and evaluating it against the training 
dataset. The cost may be an error score, also known as the loss 
of the model, which is to be decreased, or an accuracy score, 
which is to be increased. The optimization process aims to 
increase or decrease the cost of an objective function. There 
may be multiple local maximums and minimums for objective 
functions, but only one global maximum or minimum. Each 
particle in a PSO has a position, which corresponds to the 
attributes of a solution; a velocity, which is a moving 
parameter; and a fitness value, which is determined by an 
objective function taking into account the position of the 
particle [25]. The particle's quality is measured by its fitness 
value. Each swarm particle's position is updated such that it 
will move closer to the one with the best position. Each 
particle maintains pbest, the best solution each particle 
independently found, and gbest, the best solution found by all 
particles, to update its position and velocity in each iteration 
[26]. The processing steps of the PSO algorithm are 
mentioned below [27]. 

Step 1: Generate random position p and velocity v in all 
dimensions by using the following equation: 

         (    )             (7) 

         (    )              (8) 

xi represents the position of particle i, r is a random 
number, l represents the lower bound, and u represents the 
upper bound. For velocity calculation, the lower bound is 0 
and the upper bound is 1. 

Step 2: Calculate objective function value f(xi) for each 
particle where i=1..n. The initial position of a particle is pbest 
for that particle, i.e., pbest=xi. 

Step 3: Find gbest i.e., best position from all particle. 

Step 4: 

For t=1 to max_iterations 

 For i= 1 to no_of_particles 

  Update particle velocity and position 

  Calculate Objective function value and pbest 

 End for i 

 Find gbest position having less cost 

End for t 

Equation 9 describes how to calculate particle velocity, and 
Equation 10 describes how to calculate particle position. 

  
       

      
 (  

    )      
 (     )          (9) 

  
      

    
              (10) 

where   
    and   

    are the new calculated velocity and 

position, t represents the iteration number,   
  is the velocity of 

the ith particle at iteration t,   
 

 is the position of a particle. W 
is the inertia weight that regulates the motion of the particles. 
The particle may continue travelling in the same direction if 
W = 1, because the particle's motion is entirely determined by 

the preceding motion. if 0≤W<1, this influence is diminished, 

causing a particle to travel to different areas within the search 
domain. The C1, C2 are the correlation factors and if C1=C2 
=0, all particles continue to move at their current speed until 
they collide with the search space border. The r1 and r2 are the 

random number in between 0 and 1. The   
  is the particle‟s 

best position for iteration t and Pq is the global best position. 
The updated position is used to evaluate the value for the 
objection function in each iteration. The particle best position 
(pbest) and global best position (gbest) are updated based on 
the objective function return value. The best parameters 
returned by PSO were used to train CNN, and performance 
was calculated using evaluation metrics. The flowchart for 
PSO-CNN is shown in Fig. 4. 

 

Fig. 4. Flowchart of the PSO-CNN Algorithm. 

E. Firefly Algorithm 

An optimization issue is one where an objective function is 
maximized or minimized by selecting appropriate values from 
a set of possible values for the variables. This research takes 
into consideration a minimization problem in which the 
objective function calculates and returns the difference 
between the actual and forecasted stock price. The Xin-Shi 
Yang-developed Firefly Algorithm is a stochastic and 
metaheuristic optimization algorithm inspired by nature. It 
was designed to mimic the social behavior of fireflies based 
on their flashing and attraction properties [28]. 
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Below are the guidelines for the FF optimization 
algorithm: 

 An objective function is used to determine the 
brilliance of a firefly. 

 Any firefly is attracted towards more brilliant fireflies, 
as all fireflies are unisex, and they will move randomly 
if there is no brilliant firefly. 

 Attractiveness is directly proportional to brilliance, and 
as distance grows, both attractiveness and brilliance 
will decrease [29]. 

In an optimization problem, the objective function accepts 
input variables and returns costs based on their calculation. By 
taking into account the optimal parameters, an optimization 
algorithm aims to reduce or enhance the cost return by the 
objective function [30]. The processing steps of the firefly 
algorithm are as below. 

Step 1: Generate a random position X in all dimension 
using Equation 11. 

         (    )            (11) 

Xi is position of firefly i, r is random number, l is lower 
bound and u is upper bound. 

Step 2: Calculate cost, determined by objective function 
f(Xi), for each firefly where i=1..n. 

Step 3: 

For t=1 to max_iterations 

    For i= 1 to n 

        For j= 1 to n 

     If f(Xi)> f(Xj) 

         Move firefly i towards j in all d dimensions 

          Evaluate new position and update cost 

     Else 

         Move firefly i randomly 

     End if 

        End for j 

    End for i 

Find best position having less cost 

End for T 

The following equation describes how a firefly i will 
migrate when it encounters a firefly j, which is more 
illuminated [31]. 

  
       

     
     

 

 (   
     

 )       
          (12) 

where t is the iteration count,   
    is the new position of 

the ith firefly,   
  is the current position of the ith firefly. The 

term β0 and αt in the equation are the attraction and 
randomization parameters respectively. The recommended 

values used in most of the implementation are β0=1 and α∈ 

[0, 1] respectively. The term €i is a random number obtained 

from a Gaussian or uniform distribution. Theoretically, the 

light absorption coefficient (γ) varies from 0 to ∞, but in 

most applications, it frequently ranges from 0.01 to 100. The 
distance r between fireflies i and j can be calculated using the 
Euclidean distance formula [32]. 

     √∑ (         )
  

             (13) 

The flowchart for FF-CNN is shown in Fig. 5. Initially, the 
FF algorithm initializes a population, assigns a random 
position, and calculates the objective function cost. The initial 
position of the firefly is the best position. The cost of each 
firefly is compared with every other firefly in each iteration, 
and if the cost of firefly i is greater than the cost of firefly j, 
then firefly i will move towards firefly j. After n iterations, the 
best positions were used to train CNN, and accuracy on the 
training and testing datasets was calculated. 

 

Fig. 5. Flowchart of the FF-CNN Algorithm. 

IV. RESULTS 

The dataset contains 4902 records split into two sets: the 
training set has 4882 records covering the period from 
01/01/2003 to 31/08/2022; and the testing set has 22 records 
covering the period from 01/09/2022 to 30/09/2022. The CNN 
models are evaluated for their ability to predict the stock price 
for the following day and for the entire month of September. 
Based on the past 1000 samples, the stock price for the 
following day is computed, and the stock price for the entire 
month of September is predicted using the entire training set. 
The assessment metrics should show the difference between 
the actual and anticipated value in the stock forecasting 
problem, which is a regression problem. The performance of 
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the model is evaluated against MSE, MAE, RMSE, and 
MAPE [33]. The formula for evaluation metrics is as below. 
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where N is the total number of samples in the stock 
dataset, Yi is the actual stock price, and Ŷi is the predicted 
stock price by model. The evaluation metrics shows how 
forecasted value closer to actual and variation in between 
them. 

The goal of an optimization problem is to identify the 
optimal solution from a collection of possible options. The 
parameters for CNN are convolution layer filters, kernel size, 
pool size in max pooling operation, batch size, etc. If we apply 
different parameter values to CNN architectures while solving 
the same problem, the result may vary. Selecting the right 
hyperparameter gives better accuracy with a minimum epoch. 
The hyperparameter values returned by the RS, PSO, and FF 
algorithms were used to train the CNN model. Table II 
displays the upper and lower bounds for the hyperparameters, 
and step size is used to increase or decrease their value. 
Table III provides a summary of the control parameters for the 
FF and PSO algorithms. 

Tables IV and V compare the training and testing 
performances of CNN, RS-CNN, FF-CNN, and PSO-CNN. 
The manual hyperparameter was considered while training 
CNN on different epochs, and resultant metrics were 
calculated. The number of iterations in the RS-CNN is set to 
10, and the current iteration's result is compared to the best 
one. The FF and PSO algorithms are executed using 5 and 10 
particles for different epochs, and CNN is trained using the 
hyperparameter return from the FF and PSO algorithms. The 
evaluation metrics for the training set and the testing set are 
calculated. The objective function for FF and PSO is to reduce 
MSE. The results reveal that PSO delivers good results with 
increasing particle counts, while the firefly method gives good 
results with fewer fireflies. With a large number of particles, 
the PSO can find the ideal hyperparameter, and the MSE starts 
decreasing with increasing epoch. In comparison with PSO, 
the MSE of the FF approach converges with increasing epoch. 

The FF-CNN method identifies the ideal parameter with 
fewer iterations and converges the result with subsequent 
iterations. This indicates that the FF-CNN strategy has the 
potential to be more beneficial than CNN, RS-CNN, or PSO-
CNN in resolving the stock forecasting problem. 

The manual hyperparameter selection method's cost 
decreases with increasing epoch, while the RS-CNN method's 
cost varies as parameters are randomly chosen. PSO-CNN 
requires more particles and epochs, while FF-CNN achieves 

better outcomes with fewer fireflies and epochs. If we increase 
the firefly or epoch, the results converge in the early stages. 
The evaluation metrics value of a CNN trained on a 
hyperparameter return by various optimization approaches is 
shown in Fig. 6 and 7. 

TABLE II. UPPER AND LOWER BOUNDS FOR THE HYPERPARAMETERS 

Parameter Lower Bound Upper Bound Step Size 

Convolution layer 

filters 
16 128 16 

kernel size 1 5 1 

pool size 1 5 1 

batch size 32 256 32 

TABLE III. SUMMARY OF THE CONTROL PARAMETERS 

PSO-CNN FF-CNN 

Inertia weight (W) 0.5 Attraction parameter  (β0) 0.97 

Correlation factors 

 (C1, C2) 
0.5, 0.5 Randomization parameter (αt) 1 

Random number 

 (r1, r2) 
0≤1 Absorption coefficient  (γ) 0.01 

Maximum iteration 

number 
10 Maximum iteration number 10 

TABLE IV. OPTIMIZATION METHODS AND EVALUATION METRICS FOR 

TRAINING DATASET 
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1 MSE 2807.70 1394.60 2028.91 1521.22 1812.57 836.48 

MAE 40.61 28.16 35.05 28.80 31.90 22.19 

RMSE 52.98 37.34 45.04 39.00 42.57 28.92 

MAPE 20.27 13.22 16.14 13.07 15.88 12.95 

3 MSE 1466.55 593.12 938.39 569.33 718.46 552.14 

MAE 28.86 18.28 22.99 18.18 19.93 17.73 

RMSE 38.29 24.35 30.63 23.86 26.80 23.49 

MAPE 14.86 8.57 11.06 8.24 9.30 8.22 

5 MSE 863.72 1174.88 786.61 330.05 355.49 421.93 

MAE 21.68 26.18 21.20 13.70 14.02 15.58 

RMSE 29.38 34.27 28.04 18.16 18.85 20.54 

MAPE 10.05 13.40 10.27 7.80 7.78 7.09 

7 MSE 573.12 953.33 444.52 300.75 335.13 328.43 

MAE 17.89 27.05 15.79 13.10 13.73 13.36 

RMSE 23.93 30.87 21.08 17.34 18.30 18.12 

MAPE 8.21 6.83 8.67 6.61 6.68 5.59 

9 MSE 550.88 435.38 454.32 303.94 227.92 198.12 

MAE 17.64 15.85 16.19 12.98 11.37 10.38 

RMSE 23.47 20.86 21.31 17.43 15.09 12.56 

MAPE 8.22 6.63 8.24 6.39 6.58 5.56 
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TABLE V. OPTIMIZATION METHODS AND EVALUATION METRICS FOR 

TESTING DATASET 
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1 MSE 3360.60 2108.53 1895.34 1457.71 2300.72 1895.70 

MAE 52.54 38.79 38.26 32.72 42.60 38.75 

RMSE 57.97 45.91 43.53 38.18 47.96 43.53 

MAPE 12.41 9.24 9.07 7.78 10.09 9.17 

3 MSE 1743.05 681.92 1897.19 325.52 1458.45 381.67 

MAE 36.46 19.93 36.96 13.91 34.31 14.67 

RMSE 41.74 26.11 43.55 18.04 38.18 19.53 

MAPE 8.65 4.79 8.80 3.33 8.11 3.53 

5 MSE 1687.88 1185.88 1401.91 188.75 523.64 213.27 

MAE 36.65 28.02 30.78 11.74 18.46 10.84 

RMSE 41.08 34.43 37.44 13.73 22.88 14.60 

MAPE 8.67 6.70 7.35 2.66 4.41 2.60 

7 MSE 850.56 953.33 695.28 122.97 191.09 121.54 

MAE 23.45 27.05 22.52 9.55 10.19 8.92 

RMSE 29.16 30.87 26.36 11.08 13.82 11.02 

MAPE 5.61 6.41 5.35 2.17 2.43 2.09 

9 MSE 509.63 717.68 336.91 104.75 171.86 102.89 

MAE 17.71 25.39 13.60 8.44 11.18 6.36 

RMSE 22.57 26.78 18.35 10.23 13.10 8.69 

MAPE 4.24 5.78 3.27 1.96 2.55 1.94 

 

 

Fig. 6. Evaluation Metrics for Training Dataset. 

 

 

Fig. 7. Evaluation Metrics for Testing Dataset. 

The result shows that the FF-CNN technique returns the 
best hyperparameter for CNN that gives the best accuracy and 
a low value for evaluation metrics. 

V. CONCLUSION 

Multiple parameters, including convolution layer filters, 
kernel size, pool size of the max pooling operation, batch size, 
etc., must be determined while training a stock dataset using a 
CNN. The selection of hyperparameters in CNN has an impact 
on forecasting accuracy. When selecting a hyperparameter, it 
is essential to apply optimization techniques that reduce the 
objective function's cost. This research compares manual 
selection, random search, PSO, and FF optimization 
algorithms in order to choose the appropriate hyperparameter 
for training CNN on a stock dataset. The outcome 
demonstrates that PSO reduces costs as particle size and epoch 
increase, whereas FF has the ability to accomplish this with 
lower firefly counts and epoch. Less MSE is given for both the 
training and testing datasets by the CNN that has been trained 
on hyperparameter returns by the FF method. The 
experimental instance reveals that the FF-CNN framework 
outperformed other state-of-the-art methods in terms of both 
the quality of the best solutions and the efficient use of 
computational resources. Future improvements will focus on 
modifying the FF algorithm to identify the ideal parameter 
with fewer iterations, and multichannel CNN can boost the 
accuracy of the algorithm. 
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